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Abstract 
 

Software-Defined Networking (SDN) has become a significant topic of discussion among the network 
service providers, operators, and equipment vendors where control planes are separated from the data 
plane in networking devices. This paper implements Bellman-Ford algorithm for computing the shortest 
path in Software-Defined Networking using Mininet emulator. Bellman–Ford algorithm computes 
shortest paths from a single source vertex to all of the other vertices in a weighted digraph. This algorithm 
is versatile, as it is capable of handling graphs in which some of the edge weights are negative numbers. 
All the simulation has been done using POX as an OpenFlow controller, OpenvSwitch (OVS) as a 
forwarding function and Mininet which installed on Ubuntu Virtual Machine (VM). The result of this 
paper shows that the simulation of SDN with OpenvSwitch (OVS) and POX controller runs Bellman-
Ford algorithm for finding the minimum path among the designed network topology.  
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1 Introduction 
 
Future internet is required to be more secure, flexible, reliable, and having other advanced features. In 
traditional network control plane that provides information used to construct a forwarding table and data 
plane that consults the forwarding table are combined together. Network device conducts forwarding table to 
make a decision on where to send packets or frames penetrating the device. Since control plane and forward 
plane exist directly on the networking device, conventional networks become more complicated.  
 
Software Defined Networking (SDN) is an emerging scheme of networking that enables network 
programmability, faster innovation and simplified network management. SDN fulfills most of the task to 
achieve require functioning. SDN is revealing a new approach for developing new network services. 
Furthermore SDN can simplify network monitoring and network management. The control plane is separate 
from the forwarding plane in SDN [1]. OpenFlow [2,3] technology is the first standard for SDN which 
capable for controlling multiple hardware or software switches from a single controller. The control plane 
communicates with the data plane through OpenFlow mechanism. A single control plane controls several 
forwarding devices [4]. Control plane makes the decision what to do with packets (E.g. sets up forwarding 
plane rules) i.e. how and where to deliver the packets. SDN uses a centrally managed controller to form flow 
tables that set up the forwarding table responsible for delivering packets in the network [5-7]. A simplified 
view of this architecture is shown in Fig. 1.  
 

 
 

Fig. 1. SDN architecture 
 

SDN separate the vertical integration by decoupling the network’s control plane from the data plane which 
underlying routers and switches and forward the traffic. Second, Network switches become forwarding 
devices and the control logic is implemented in a logically centralized controller with decouple of the control 
and data planes. Logically centralized programmatic model does not postulate a physically centralized 
system [8] and production-level SDN network designs resort to physically distributed control planes [9]. 
 
Moreover, everything is maintained centrally at the control plane. Consequently there is no need to configure 
forwarding plane device manually. The aspect of SDN is to centralize the network control plane. Centralized 
network control plane leads to innovative approaches to traffic engineering, reducing network energy 
consumption, and data center network management [10-12]. SDN architectural components include SDN 
Application (SDN App), SDN Controller, SDN Datapath, SDN Control to Data-Plane Interface (CDPI), 
SDN Northbound Interfaces (NBI) [13]. SDN architecture has three layers, an infrastructure layer, a control 
layer and an application layer. Infrastructure layer consists of network devices switches, routers, virtual 
switches, wireless access point. Control layer consists of SDN controller Floodlight [14], Beacon [15], POX 
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[16], NOX [17], Open Daylight [18] etc. Application layer includes the applications for configuring the SDN 
Access control, traffic/security monitoring, energy-efficient networking, management of the network. 
 
The structure of this paper is as follows. Initially, related work has been discussed in section II. In Section 
III, materials and methods has been described. Section IV, experiment result describes in details. Finally 
conclusion and future work are mentioned in Section V. 
 

2 Related Works 
 
Software Defined Networking has become powerful technologies which are capable to program network 
flow paths into flow-table in switches for network control. Data plane and control plane are decoupled in 
SDN architecture where network is controlled by manipulating flow-table on control plane. Effective use of 
SDNs for traffic engineering has been described in [19] especially when SDNs are incrementally introduced 
into an existing network. In [20] provide a profound understanding of the problems related to satisfying 
global network objectives, such as maximum flow, in environments where the size of the forwarding table in 
network devices is limited. Dijkstra’s algorithm and the modified Floyd-Warshall algorithm have been 
implemented in order to find shortest path in OpenFlow [21]. In [22] propose an approach to reduce to the 
rule generation computation cost in networking application by excluding duplicated paths during rule 
generation time. Network performance between Double Constrained Shortest Path (DCSP) and Dijkstra 
algorithms in a smart grid communication network with different link bandwidths has been implemented in 
[23]. In [24] authors implement the extended Dijkstra’s algorithm and compare it with the original Dijkstra’s 
algorithm under the Abilene network using Mininet tool. 
 
A study on multi-dimensional resources integration (MDRI) for service provisioning in cloud radio over 
fiber network (C-RoFN) has been described in [25]. Author’s present performance of RIP scheme under 
heavy traffic load scenario quantitatively evaluated to demonstrate the efficiency of the proposal based on 
MDRI architecture. In [26] present a novel cross stratum optimization (CSO) architecture in elastic data 
center optical interconnection. Overall feasibility and efficiency of the proposed architecture experimentally 
demonstrated on OaaS testbed with four OpenFlow-enabled elastic optical nodes. Authors also compare the 
result with MFA, ALB, and CSO-DGLB service provisioning schemes in terms of path 
setup/release/adjustment latency, blocking probability, and resource occupation rate. 
 

3 Materials and Methods 
 
3.1 Research methodology 
 
Proposed architecture has been implemented by using Mininet [27,28] which is inexpensive and quickly 
configurable network emulator. Mininet is standard Linux based networking emulator where virtual 
topologies like virtual host, switch and link can be created. It also supports OpenFlow protocol which can be 
used for computer network based SDN simulation. Mininet is also great way to enhance, share, and 
experiment with OpenFlow and Software-Defined Networking systems. By single command Mininet creates 
realistic virtual network, runs collection of end-hosts, switches, routers, and links on a single machine          
(VM, cloud or native) [29]. Mininet released under a permissive BSD Open Source license which is actively 
developed and supported. 
 

3.2 Experiment setup 
 
All the simulation has been done by using POX which is Python based open source OpenFlow/Software 
Defined Networking (SDN) Controller.  POX controller provides an efficient way to implement the 
OpenFlow protocol and used for faster development and prototyping of new network application. POX 
controller runs different applications like hub, switch, load balancer, and firewall.  
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Designed network topology consists of seven OpenFlow switch, an OpenFlow POX controller and fourteen 
hosts where two hosts is connected each of the switch. Host h1, h2 is connected to switch S1 and host h11, 
h12 is connected to switch S6. In addition, host h3, h4 is connected to switch S2 and host h13, h14 
connected with switch S7. Fig. 2 shows designed network topology.  
 

 
 

Fig. 2. Network topology 
 

4 Experiment Results 
 
Packet Internet Group (PING) operates by sending Internet Control Message Protocol (ICMP) echo request 
packet to the target host and wait for reply to check the IP connectivity between defined hosts. If network 
communication is established, ping tests also determine the connection latency (technical term for delay) 
between the two computers. Ping can be used for troubleshooting to test connectivity and to determine 
response time. 
 

In the first evaluation to check the connection is performed on the network ping from host h1 to host h12. 
The packet from host h1 to host h12 must be analyzed first by the controller before sending a command to 
install a flow entry to handle the packet. Since at the beginning switch flow tables are empty, first response 
is always the longest in terms of delay compare to others delay. Ping test result between two host h1 which is 
connected with switch S1 and host h12 which is connected to switch S6 as illustrated in Fig. 3. Host h1 send 
5 echo request packets which are successfully transmitted and received at defined host h12. Transmitted and 
received echo request packets and the ping statistics are also shown in Fig. 3. 
 

 
 

Fig. 3. Ping test result from host h1 to host h12 



When the packet reaches to switch S1, it finds the minimum path to reach the destination address host h12 
which connected in switch S6. There are several path exists between switch S1 and switch S6. For example, 
host h1 can communicate via switch S1
communicate via switch S1-S2-S6 and finally switch h12. Moreover, there is also a direct path from switch 
S1 to switch S6.  
 
According to Bell-Man Ford algorithm, minimum path use to communi
shortest path between host h1 to host h12 is the direct path from switch S1 to switch S6. Simulation result 
illustrated in Fig. 4 shows shortest path (S1=00:00:00:00:00:01 and S6=00:00:00:00:00:06) which is used to 
communicate between host h1 and host h12. 
 

Fig. 4. Computation of Shortest path from host h1 to host 12

In the second evaluation, host h3 which is connected to switch S2 ping to reach the target host h14 which is 
connected to switch S7. The corresponding ping 
request packet to the target host h14 and receives corresponding ICMP packet response.
 

Fig. 5. Ping test result from host h3 to host h14

There are several path exists between switch S2 and S7. Switch S2 may communicate with switch S7 via 
switch S2-S1-S4-S5-S7 or S2-S2-S6-
and S7, according to Bell Man Ford algorithm shortes
S7.  
 
Second evaluation result illustrated in Fig. 6 shows the shortest path, which is used to communicate between 
host h3 and host h14.  The shortest path exist between two switch S2 and S7 is used by the
algorithm where the shortest path is switch S2
S7=00:00:00:00:00:07). 
 
Network and transportation related analysis have become common practice in many application areas within 
Geographic Information Systems (GIS) technology. With the advent of GIS technology computation of 
minimum paths between different locations on a network is one of the major problems in network and 
transportation analysis. Sometimes this computation has to be done in rea
way to solve for the minimum path based on dynamic link statuses through SDN’s high network monitoring 
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Fig. 4. Computation of Shortest path from host h1 to host 12 
 

In the second evaluation, host h3 which is connected to switch S2 ping to reach the target host h14 which is 
connected to switch S7. The corresponding ping results illustrated in Fig. 5 shows host h3 sends five echo 
request packet to the target host h14 and receives corresponding ICMP packet response. 

 
 

Fig. 5. Ping test result from host h3 to host h14 
 

There are several path exists between switch S2 and S7. Switch S2 may communicate with switch S7 via 
-S7 or S2-S5-S7. Since host h3 and host h14 is connected to switch S2 

and S7, according to Bell Man Ford algorithm shortest path use to communicate from switch S2 to switch 

Second evaluation result illustrated in Fig. 6 shows the shortest path, which is used to communicate between 
host h3 and host h14.  The shortest path exist between two switch S2 and S7 is used by the Bell Man Ford 
algorithm where the shortest path is switch S2-S5-S7 (S2=00:00:00:00:00:02, S5=00:00:00:00:00:05, 

Network and transportation related analysis have become common practice in many application areas within 
ormation Systems (GIS) technology. With the advent of GIS technology computation of 

minimum paths between different locations on a network is one of the major problems in network and 
transportation analysis. Sometimes this computation has to be done in real time. SDN framework provides a 
way to solve for the minimum path based on dynamic link statuses through SDN’s high network monitoring 
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capability. Our paper implements Bellman Ford Algorithm for computing shortest path over SDN which 
shows expected outputs.  
 

Fig. 6. Computation of shortest path from host h3 to host 14
 

5 Conclusion 
 
It is well known that computation of shortest paths is an important task in many network and transportation 
related analysis. A number of different algorithms and a considerable amount of empirical have done to 
compute least path in existing network. The d
implementation of minimum path algorithms have remained important research topics within related 
disciplines such as operations research, management science, geography, transportation, and computer 
science. This paper implements Bellman Ford Algorithm for computing shortest path in Software Defined 
Networking using POX controller and Mininet emulator.  For future works, we will implement other shortest 
path algorithm in SDN and compare the result with each ot
algorithm.  
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