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ABSTRACT 
The Asymptotic Numerical Method (ANM) is a family of algorithms for path following problems, where each 
step is based on the computation of truncated vector series [1]. The Vector Padé approximants were introduced 
in the ANM to improve the domain of validity of vector series and to reduce the number of steps needed to ob- 
tain the entire solution path [1,2]. In this paper and in the framework of the ANM, we define and build a new 
type of Vector Padé approximant from a truncated vector series by extending the definition of the Padé ap- 
proximant of a scalar series without any orthonormalization procedure. By this way, we define a new class of 
Vector Padé approximants which can be used to extend the domain of validity in the ANM algorithms. There is a 
connection between this type of Vector Padé approximant and Vector Padé type approximant introduced in [3, 
4]. We show also that the Vector Padé approximants introduced in the previous works [1,2], are special cases of 
this class. Applications in 2D nonlinear elasticity are presented. 
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1. Introduction 
Many engineering problems can be reduced to solving 
nonlinear problems depending on a control parameter λ. 
These problems are written in general form: 

{ }( ), 0R U λ =              (1) 

where { }U  is the unknown vector of n , R  is a 
vector function with values in n  assumed to be suffi-
ciently regular with respect to its arguments { }U  and 
λ . 

The Asymptotic Numerical Method (ANM) [1,2] is a 
family of algorithms for path following problems. The 
principle is simply to expand the unknown { }( ),U λ  of 
the nonlinear problem (1) in power series with respect to 
a path parameter “a”: 
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 is a known and regular solution cor- 

responding to 0a =  and N  is the truncated order of 
the series. The interval of validity 0, S

Maxa    is deduced 
from the computation of the truncated vector series (2). 
So, the step lengths are computed a posteriori by the fol-
lowing estimation of S

Maxa , which have been proposed in 
[1]: 
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where ε  is a given tolerance parameter and .  indi-
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cates a standard norm. The step lengths depend on the 
definition of the path parameter “a” and we must add an 
auxiliary equation to define this parameter [1]. By using 
the evaluation of the series at S

Maxa a= , we obtain a new 
starting point and define, in this way, the ANM continua-
tion procedure. This continuation method has been proved 
to be an efficient method to compute the solution of non-
linear partial differential equations [1,2]. 

The Vector Padé approximants were introduced in the 
ANM to improve the domain of validity S

Maxa  of vector 
series (polynomial) representation [2]. In order to extend 
the domain of validity of the representation (2) and to 
reduce the number of steps needed to obtain the entire 
solution path, in [2], a rational approximation, called 
Padé approximant [5-8], has been used. In [2], the repre- 
sentation (2) has been rewritten in an orthonormal basis 
built up from the basis ( )iU  generated by the ANM and 
a strategy to use Vector Padé approximants has been ap-
plied. This has been used in various fields [1,9]. But this 
strategy had the disadvantage to generate a great number 
of poles inside the domain of validity. An alternative, 
presented in [1], is to use Vector Padé approximants with 
a common denominator, called simultaneous Padé ap- 
proximants [7,8]. The orthonormalization can be done 
according to the procedure of Gram-Schmidt or modified 
Gram-Schmidt or iterative Gram-Schmidt [1], or as it 
will be presented in this paper for the first time by using 
the Householder method. 

Many applications in structural mechanics (for in- 
stance nonlinear elasticity and contact), [1,2] have estab- 
lished that Vector Padé approximants with a common 
denominator can reduce the number of poles and permit 
to obtain more regular solutions. By using this rational 
representation in a continuation procedure, the number of 
steps to obtain the entire solution path has been reduced 
[10]. The Vector Padé approximants have also been con- 
sidered to accelerate the convergence of high order itera- 
tive algorithms for linear or nonlinear [1] problems. 

The aim of this paper is to discuss some techniques to 
define new Vector Padé approximants in the framework 
of the ANM and to show that their utilization can im- 
prove clearly the classical Vector Padé representation. 

In the second part, we propose a new type of Vector 
Padé approximant which can be directly defined from the 
vector series (1) by extending the definition of the Padé 
approximant of a scalar series [5,8] and without any or- 
thonormalization procedure. By this way, we show that a 
family of Vector Padé approximants is possible. There is 
a connection between this type of Vector Padé approx- 
imant and Vector Padé type introduced in [3,4]. We show 
also that the Vector Padé approximant introduced in the 
previous works [1,2] are special cases of this class. 

All the approximants are applied on some examples 
from nonlinear two-dimensional elasticity which are 

presented and analyzed in the third part. Among this 
family of Vector Padé approximant, we show on numer- 
ical examples, that there are some approximants which  
increase the range of validity 0, S

Maxa    and thus reduce  

the number of steps necessary for the calculation of solu- 
tions. To illustrate this, three numerical tests in two-di- 
mensional nonlinear elasticity are considered: traction of 
an elastic plate, bending of an elastic plate and bending 
of an elastic arch. These structures are discretized by the 
conventional finite element method using a CST element 
[11]. 

2. Definition and Construction of a New 
Type of Vector Padé Approximant 

In this Section, we will give the definition and the con- 
struction of a new type of vector Padé approximants. 

2.1. Definition 
A Vector Padé approximant of a vector function 
{ }( )V a  from 1n+  to 1n+  is a “Vector fraction” 
whose Taylor expansion at a given order, coincides with 
the vector functions one. More precisely, the Vector Padé 
approximant [ ]{ }( ),V L M a  is the ”vector rational frac- 
tion” of the form: 

[ ]{ }( ) [ ]( ) { }( )
[ ] [ ]

1

0 0

0 1

, ,M Lm l
m lm l

n

V L M a a B a A

B I

−

= =

+

=

=

∑ ∑   (4) 

where [ ]mB  matrices are of dimension ( ) ( )1 1n n+ ∗ +  
and { }lA  vectors are in 1n+ . This ”vector rational 
fraction” [ ]{ }( ),V L M a  admits the same Taylor expan- 
sion than the vector function { }( )V a  up to order 
L M+  ( ,L M  are integers). 

The aim of this paper is to define Vector Padé ap- 
proximant [ ]{ }( ),V L M a  following the same ideas as 
in the scalar case: 

{ }( ) [ ]( ) [ ]{ }( ), 0A a B a V L M a− + =       (5) 

where { }( )A a  is a vector whose components are poly- 
nomials of degree L  and [ ]( )B a  is a matrix whose 
elements are polynomials of degree M , L M≤ , which 
are as 

{ }( ) { } [ ]( ) [ ]0 0,   L Ml m
l ml mA a a A B a a B

= =
= =∑ ∑    (6) 

The vector ”polynomial” { }( )A a , and the 
matrix ”polynomial” [ ]( )B a  are derived from the 
vector function { }( )V a  from the condition: 

{ }( ) [ ]( ){ }( ) ( )1L MA a B a V a a + +− + = Ο        (7) 

In Appendix 1, we show that the M  matrices [ ]mB , 
1 m M≤ ≤  in (6) are solutions of the following linear 
system: 
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and the L  vectors { }lA , 0 l L≤ ≤ , given in (6) are 
derived from the following relationships: 

{ } { } [ ]{ }0
l

l l m l mmA C B V −=
= = ∑         (9) 

The system (8) can be written in the following matrix 
form (see Appendix 1) 

T
V B C     =     

              (10) 

It may be noted that if the terms of the series in Equa- 
tions (6) are scalar, we find exactly the system defining 
the scalar Padé approximant in [8]. Note also that in the 
case where the matrix [ ]( )B a  is of the form 
( )[ ]1nP a I + , where ( )P a  is a polynomial of degree M  

and [ ]1nI +  is the unit matrix, we find the definition of 
Vector Padé type approximant { }( ) ( )A a P a  intro- 
duced in [3,4]. The new definition also allows finding 
Vector Padé approximants classically used in the ANM 
algorithm [1]. Recall that classically in the ANM algo- 
rithm, the Padé approximant associated with the vector 
series is constructed by replacing each scalar series 
components by a scalar Padé approximant, or by replac- 
ing the scalar polynomials, which appear after orthonor- 
malization of the vector basis, by scalar Padé approx- 
imants with the same denominator [1]. These cases will 
be found in the following paragraph. 

2.2. Construction of Some Vector Padé  
Approximants 

The construction of the new type of Vector Padé ap- 
proximants requires the solution of the matrix system (10) 
verified by the matrices [ ]mB . This system allows, in 
general, an infinite number of solutions. Indeed, a family 
of solutions of (10) can be obtained in the following 
general form: 

( )
[ ] ( )

1T T T

1T T

1n

B V V V C

I V V V V W

−

−

+

        =         

          + −           

   
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where W  
  is any rectangular matrix having ( )1n +   

rows and ( )1n M+  columns. We easily check that the 

product of the matrix V  
  by the formula of the matrix 

solution 
T

B  
  gives the matrix C  

 . Note that in this 

family of solutions, the matrix 
T

V V      
   is invertible  

because the row vectors of V  
  are assumed linearly 

independent. 

Note that in the scalar case, the matrix V  
  in the 

system (10) is a square matrix. Therefore, the system (10) 
has a unique solution if the matrix V  

  is invertible. 
According to the definition of the Vector Padé ap- 

proximant (4), the construction of this new type of Vec- 
tor Padé approximant usually requires high computation- 
al cost due to the fact that for each value of a, we need to 
calculate the inverse of the matrix [ ]( )B a  defining the 
Vector Padé approximant in (4). However, there are situ- 
ations in which we can explicitly calculate the inverse of 
the matrix [ ]( )B a  for all values of a. 

For example, if we look for matrices, [ ]mB , 1 m M≤ ≤  
in diagonal form, [ ] ( )1 2 1diag , , ,m m m

m nB b b b +=  , where 
1 2 1, , ,m m m

nb b b +  are real, then we find that the compo-
nents of the Vector Padé approximant [ ]{ }( ),V L M a  
are given by the following formula (see Appendix 2 ): 

( )0 0

0

,1
L l i l i

k kl i

M m m
km

b v
i M

b a

−
= =

=

≤ ≤
∑ ∑
∑

         (11) 

It corresponds to the Vector Padé approximant that 
would be built from the scalar Padé approximant corres- 
ponding to each component of the vector { }SV  as it 
was pointed in ANM framework [1]. 

Another choice of the form of the matrices [ ]mB , 
1 m M≤ ≤ , based initially on the orthonormalisation of 
vectors { }kV , 1 k M≤ ≤  (see Appendix 2), leads to the 
following Vector Padé approximants: 

[ ]{ }( )

{ } ( )
( ) { }0 1

,

L M ml L m
l L ml

M

M
m

V L M a

a
a V a a V

a=
−

+=

∆
= +

∆∑∑
   (12) 

where the polynomial k∆  in (12) depends on the coef- 
ficients kb , which are calculated from the orthonormali- 
zation procedures of the vectors { }kV , 1 k M≤ ≤ : 

( ) 11 ,0k
k ka b a b a k M∆ = + + + ≤ ≤  

In Appendix 2, we show that the scalars 1 2, , , Mb b b  
are arbitrary and so we can use the new expression of the 
Vector Padé approximant (12) giving the coefficients kb  
any values. Note that for 0L = , the Vector Padé ap- 
proximant reduces to: 

[ ]{ }( ) { } ( )
( ) { }1, M M mj m

mm
M

a
V L M a V a V

a
−

=

∆
− =

∆∑   (13) 

We thus find the Vector Padé approximant (13) intro- 
duced in the work of the ANM algorithms [1,2] where 
the coefficients 1 2, , , Mb b b  are determined from a 
Gram-Schmidt orthonormalisation of the vectors 
{ } { } { }1 2, , , MV V V  of the series (2). 

Therefore, we constructed a new family of Vector 
Padé approximants given by Equation (12) or (13) with- 
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out any condition on the coefficients 1 2, , , Mb b b . In the 
following numerical applications, we demonstrate that 
there are choices for these coefficients for which the 
range of validity is larger than in the cases conventional- 
ly used. 

2.3. Continuation Procedure 
The representations (2) or (13) permit to compute only a 
part of the solution path of the nonlinear problem (1). To 
obtain the entire solution path, Cochelin [1] proposed a 
continuation procedure for the vector series representa- 
tion (2) based on the criterion (3) which gives an evalua- 
tion of the domain of validity of the polynomial repre- 
sentation. Once the determination of the domain of valid- 
ity is done, by the computation of the radius of validity 

S
Maxa  for a fixed tolerance 𝜀𝜀, the vector series represen- 

tation (2) can be applied in a continuation procedure to 
obtain the entire solution path step by step. 

To introduce the vector Padé representation in a con- 
tinuation algorithm, Elhage et al. [10] proposed another 
criterion defined by: 

( ) ( )
( )

1 2

1

P P
M Max M Max

padP j
M Max

V a V a

V a V
ε

− −

−

−
=

−
 

which gives an evaluation of the radius of validity P
Maxa  

of the rational representation for a fixed tolerance padε , 
by using a dichotomy process. We shall use the same 
criterion to introduce the proposed Vector Padé repre- 
sentations (13) in a continuation process. 

3. Numerical Applications 
The numerical robustness of the approximate solutions 
obtained by the vector series representation (2) and by 
the new family of Vector Padé representation (12) is 
discussed on the basis of tests emanating from plane 
stress two-dimensional nonlinear elasticity analysis. The 
studied structure is discretized using a classical CST fi- 
nite element [11] and is subjected to a loading propor- 
tional to a control parameter λ . We seek the solution of 
this problem by representing the control parameter λ  
as a function of displacement. The quality of ANM steps 
is evaluated from load-deflection curves and residual 
deflection curves and the main criterion is the step 
lengths. 

More precisely, we plot the load-displacement curves 
with three ANM steps. Three calculations are carried out: 
• the first calculation will be made using ANM contin- 

uation with a series representation (2), 
• the second calculation will be made using ANM con- 

tinuation with classical Vector Padé representation 
(12), the coefficients ib  are derived from an ortho- 
normalization procedure, here by the method of House- 
holder, 

• the third calculation will be made using ANM con- 
tinuation with the proposed Vector Padé representa- 
tion (12) but this time the coefficients ib  are arbi- 
trary. 

The performance of the three calculations are com- 
pared in terms of the step lengths of the three ANM con- 
tinuations, the quality of the solutions is given by the 
residual curves. 

3.1. Bending of a Plate 
The first numerical example concerns the bending of a 
plate; see Figure 1, the plate has a length of 100 mm and 
a width of 10 mm. The plate is clamped on the left side 
and subjected to a bending force proportional to a control 
parameter λ  on the other end. Material characteristics 
are: Young’s modulus E = 10,000 MPa, Poisson’s ratio 

0.3υ = . The plate was discretized using 41 nodes along 
the length and six nodes along the width; a total of 400 
elements and 492 degrees of freedom is used. 

In Figure 1, we represent the response curves obtained 
by the ANM continuation giving the loading parameter 
λ  as a function of the displacement u  at the node 246. 
We plotted the load-displacement curves using three 
ANM steps for the three calculations and for three 
choices of the truncation order: 10, 15 and 20. In Figure 
2, for the three calculations, we represent the residual 
curve giving the logarithm of the norm of the residual 

( )log ,R U λ  as a function of displacement at node 246. 
The first calculation, ANM continuation with series 

representation (2), at orders 10, 15 and 20, shows that the 
step length increases with the truncation order. Three 
steps at order 20, allow obtaining the curve until a dis- 
placement equal to 62 mm with accuracy of the order of 
10−5. This result is classical in the works of ANM algo- 
rithm [1], the increase of the order increases the step 
length. 

The second calculation, ANM continuation with clas- 
sical Padé representation, at orders 10, 15 and 20, shows  
 

 
Figure 1. Bending of a plate, load-displacement curve, λ  
versus displacement at node 246 for the three types of cal- 
culation for truncation orders 10, 15 and 20. 
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Figure 2. Bending of a plate, residual curve, ( ),log R U λ  
as a function of the displacement u at node 246 for the three 
types of calculation for orders 10, 15 and 20. 
 
that the step lengths are greater than the first calculation 
using series representation. Three steps with ANM Padé 
representation at order 10 allows obtaining the curve 
until a displacement equal to 73 mm with a good quality 
as can be seen on the residual curve of Figure 2. 

For this second calculation, the results obtained by us- 
ing the Householder orthonormalisation method are 
compared with those obtained by using Gram-Schmidt 
orthonormalization in Figure 3. In all our numerical ex- 
periments, the Householder orthonormalization method 
seems more effective than Gram-Schmidt orthonormali- 
zations procedure. We will use in the following, the me- 
thod of Householder. 

The third calculation, ANM continuation with the 
proposed Vector Padé representation (12) the coefficients 
being arbitrary, is performed by using the orders 10, 15 
and 20. We carried out the calculations by slightly mod- 
ifying the values of the coefficients 1 2 1, , ,m m m

nb b b + , cal- 
culated by the method of Householder for each order. All 
the values of the coefficients were increased by a value 
equal to 0.1. 

This first test was very successful. Indeed, it shows 
that an arbitrary choice of the coefficients 1 2 1, , ,m m m

nb b b +…  
can give good results as can be seen in the response 
curve in Figure 1 and the residual curve in Figure 2. 
Three steps with the proposed ANM Padé representation 
at order 10 allows obtaining the curve until a displace- 
ment equal to 78 mm with a good quality as can be seen 
on the residual curve of Figure 2. 

3.2. Bending of an Elastic Arch 

For the second numerical experiment, we chose the ex- 
ample of the bending of an elastic arch, see Figure 4, of 
radius R = 2540 mm, width of 15 mm and an angle of 0:1 
rad. The arch is clamped at both ends and is subjected to 
a bending force proportional to a control parameter λ  
at its middle. Material characteristics are: Young’s mod- 
ulus E = 10,000 MPa, Poisson’s ratio 0.3υ = . The arch  

 
Figure 3. Bending of a plate, load-displacement curve, λ  
as a function of the displacement u at node 246. Compari- 
son of ANM continuation using Vector Padé representation 
for four processes of orthonormalisations: Gram-Schmidt, 
modified Gram-Schmidt, iterative Gram-Schmidt and 
Householder at order 29. 
 

 

 
Figure 4. Bending of an elastic arch, load-displacement 
curve, λ  versus the displacement u at node 152 for the 
three types of calculation for truncation orders 10, 15 and 
20. 
 
was discretized using 41 nodes along the radius and five 
nodes along the width; a total of 320 elements and 410 
degrees of freedom is used. 

We represent in Figure 4, the response curve obtained 
by ANM algorithms giving the loading parameter λ  as 
a function of displacement u at node 105. Residual 
curves are given in Figure 5. 
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Figure 5. Bending of an elastic arch, residual curve, 

( ),log R U λ  as a function of the displacement u for the 
three types of calculation for orders 10, 15 and 20. 
 

The results obtained by respectively the first calcula- 
tion, ANM continuation by using series representation 
(2) at orders 10, 15 and 20, the second calculation, 
ANM continuation by using classical vector Padé ap-
proximation at orders 10, 15 and 20, the coefficients 

1 2 1, , ,m m m
nb b b +  are derived from the Householder ortho- 

normalisation method, and the third calculation, ANM 
continuation using the proposed Vector Padé representa- 
tion (12) at orders 10, 15 and 20, the values of the coeffi- 
cients 1 2 1, , ,m m m

nb b b +  were increased by a value equal to 
0.1 are reported on Figures 4 and 5. 

Three steps with the proposed ANM Padé representa- 
tion at order 20 allows obtaining the curve until a dis- 
placement equal to −72 mm with a good quality as can be 
seen on the residual curve of Figure 5. While three steps 
with the classical ANM Padé representation at order 20 
allows obtaining the curve until a displacement equal to 
−10 mm and the three steps with the ANM with the se- 
ries representation at order 20 allows obtaining the curve 
until a displacement equal to −8 mm, see Figure 5. 

This second numerical test confirms that an arbitrary 
choice of the coefficients 1 2 1, , ,m m m

nb b b +  can give very 
good results as we can see from the response curve in 
Figure 4 and the residual curve of Figure 5. 

3.3. Traction of an Elastic Plate 
For the third numerical experiment, we consider the trac- 
tion of an elastic plate; see Figure 6, the plate has a 
length of 100 mm and a width of 25 mm. The plate is 
clamped on the left side and subjected to a tensile force, 
on the other end, proportional to a control parameter λ . 
Material characteristics are: Young’s modulus E = 
10,000 MPa, Poisson’s ratio 0.3υ = . The plate was dis- 
cretized using 41 nodes along the length and six nodes 
along the width; a total of 400 elements and 492 degrees 
of freedom is used. 

We represent in Figure 6, the response curves ob- 
tained using three methods of ANM continuation at or- 
ders 10, 15 and 20 used in the previous cases. The resi- 
dual curves are given in Figure 7. This test confirms the 
results obtained in the first two numerical tests. In partic- 
ular, this example also shows that an arbitrary choice of 
the coefficients 1 2 1, , ,m m m

nb b b +  can give very good re- 
sults as can be seen on the response curve, Figure 6, and 
the residual curve, Figure 7. 

4. Conclusion 
In this work, we introduced a new way to build directly a 
new type of Vector Padé approximants from a truncated 
vector series in the framework of the asymptotic numer- 
ical method. We have shown that the vector Padé ap- 
proximants introduced in references [1,2], are a special 
case of this class. The proposed Vector Padé approx- 
imants can be determined without any orthonormalisa- 
tion procedure which saves the time computation for 
problems with a large number of degrees of freedom. In  

 

 
Figure 6. Traction of an elastic plate, load-displacement 
curve, λ  versus displacement u at node 246 for the three 
types of calculation for truncation orders 10, 15 and 20. 
 

 
Figure 7. Traction of an elastic plate, residual curve, 

( ),log R U λ
 
as a function of the displacement u at node 

246 for the three types of calculation for orders 10, 15 and 
20. 
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fact, the orthonormalization procedure is time consuming 
because of the very large number of scalar products to be 
evaluated. It remains to explore different choices of this 
new class of Vector Padé approximants. 
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Appendix 1: Equations Satisfied by the Ma- 
trices [ ]mB  and Vectors { }lA  

To determine the equations satisfied by the matrices 
[ ]mB , 0 m M≤ ≤ , and vectors { }lA  0 l L≤ ≤  we 
start from the truncated series of order L M+  of the 
vector function { }( )V a  

{ }( ) { } ( )1
0 ΟL M k L M

kkV a a V a+ + +
=

= +∑     (14) 

Injecting (6) and (14) into (7) yields: 

[ ]( ) { }( )
{ } ( )

0 0

1
0 Ο

M L Mm k
m km k

L l L M
ll

a B a V

a A a

+

= =

+ +
=

= +

∑ ∑

∑
      (15) 

which can be written as: 

{ } { } ( )1
0 0 ΟL M Lk l L M

k lk la C a A a+ + +
= =

= +∑ ∑     (16) 

where 

{ } [ ]{ }0   if  k
k r k rrC B V k M−=
= ≤∑    (17) 

{ } [ ]{ }0   if  M
k r k rrC B V k M−=
= >∑         (18) 

By identifying the terms corresponding to coefficients 
1 2, , ,L L L Ma a a+ + +

  (16) we get the first M L−  equa-
tions verified by the terms [𝐵𝐵𝑘𝑘] : 

[ ]{ } [ ]{ } [ ]{ } [ ]{ }
[ ]{ } [ ]{ } [ ]{ } [ ]{ }

[ ]{ } [ ]{ } [ ]{ } [ ]{ }

0 1 1 2 1 1 0

0 2 1 1 2 2 0

0 1 1 2 2 0

0

0

0

L L L L

L L L L

M M M M

B V B V B V B V

B V B V B V B V

B V B V B V B V

+ − +

+ + +

− −

+ + + + =

+ + + + =

+ + + + =









(19) 
and that the last L equations are 
[ ]{ } [ ]{ } [ ]{ } [ ]{ }
[ ]{ } [ ]{ } [ ]{ } [ ]{ }

[ ]{ } [ ]{ } [ ]{ }
[ ]{ }

0 1 1 2 1 1

0 2 1 1 2 2

0 1 1 2 2

0

0

0

M M M M

M M M M

M L M L M L

M L

B V B V B V B V

B V B V B V B V

B V B V B V

B V

+ −

+ +

+ + − + −

+ + + + =

+ + + + =

+ +

+ + =









(20) 
As [ ] [ ]0 1nB I += , the matrices [ ]mB , 1 m M≤ ≤  

should verify, as in the scalar case, the following system 
of equations: 

 
[ ]{ } [ ]{ } [ ]{ } { }
[ ]{ } [ ]{ } [ ]{ } { }

[ ]{ } [ ]{ } [ ]{ } [ ]{ } { }
[ ]{ } [ ]{ } [ ]{ } [ ]{ } { }
[ ]{ } [ ]{ } [ ]{ } { }

[ ]{ } [ ]{ } [ ]{ } { }

1 2 1 1 0 1

1 1 2 2 0 2

1 1 2 2 0

1 2 1 1 1 1

1 1 2 2 2

1 1 2 2

L L L L

L L L L

M M M L L M M

M M M L L M M

M M M M

M L M L M L L M

B V B V B V V

B V B V B V V

B V B V B V B V V

B V B V B V B V V

B V B V B V V

B V B V B V V

− + +

+ + +

− − −

− − − +

+ +

+ − + − +

+ + + = −

+ + + = −

+ + + + + = −

+ + + + + = −

+ + + = −

+ + + = −







 

 







              21) 

which are written in matrix form 
T

BV C     =     
                                        (22) 

where: 

1 0

1 1 0

1 2 0

1 1

1 2

0 0
0 0

L L

L L

M M

M M

M L M L L

V V V
V V V V

V V V
V V V

V V

V

V

−

+

− −

−

+ − + −

 
 
 
 
   =   
 
 
 
 









  

                            (23) 

[ ]
[ ]

[ ]

1
T

21
TT

2

1

n a d   

L

L

M

mT
M

L M

V
VB

B C
V

B V

B
V

+

+

+

+

 
  
  
      = = −      
  
     
 











                                   (24) 
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Appendix 2: Construction of Some Vector 
Padé Approximant 
A2.1: A First Vector Padé Approximant Used in 
the ANM Algorithm 

We will look in this part to particular solutions [ ]mB , 
1 m M≤ ≤ , of the system (10) or (22) in the form of 
diagonal matrices: 

[ ] ( )1 2 1diag , , ,m m m
m nB b b b +=            (25) 

where m
ib  are the diagonal components of [ ]mB  ma-

trices. 
I f ,  fo r  any j ,  0 j L M≤ ≤ + ,  we  deno te  by 

1 2 1, , ,j j j
nv v v +  the components of the vector { }jV , then  

the components of the vector [ ]{ }m jB V  are  

1 1 2 2 1 1, , ,j m j m j m
n nv b v b v b+ + . Therefore if we replace in the 

system (8) or (16), each vector [ ]{ }m k mB V − ,1 m M≤ ≤ , 
1L k L M+ ≤ ≤ + , by its components, we deduce, for 

each i, 1 1i n≤ ≤ + , that 1 2, , , M
i i ib b b  satisfy a system 

of the same form. 
If the system has a solution, then by (9), the l

iA , 
component of the vector { }lA , is given by: 

0
ll k l k

i i ikA b v −
=

= ∑              (26) 

As the matrix [ ]0
M m

mm a B
=∑  is diagonal and its di-

agonal elements are given by 0
M m m

km a b
=∑ , 1 1k n≤ ≤ + , 

we conclude from (4) that the component of the Vector 
Padé approximant [ ]{ }( ),V L M a  is given by the for-
mula (11). 

A2.2: A Second Vector Padé Approximant Used 
in the ANM 
With the aim of building a Vector Padé approximant 
such that all its components are rational fractions with 
the same denominator, we denote by { }Y  a vector of 

1n+  of the form: 

{ } { } { }* *
1

M
L i L iiY V Vσ +=

= +∑        (27) 

where iσ , 1 i M≤ ≤  are arbitrary scalars given in   
and { } { } { }* * *

1, , ,L L L MV V V+ +  are vectors built from an 
orthonormalization procedure of the vectors  
{ } { } { } { }0 1 2, , , , L MV V V V +  such as 

{ } { }1  and  0,0 .L iY V Y V i L= = ≤ ≤     (28) 

Using this vector { }Y  (27), we look for the matrices 
[ ]mB , 1 m M≤ ≤  in the form [ ] { }m mB X Y=  where 
the vectors { },1mX m M≤ ≤ , are determined in order to 
satisfy the system (8). By replacing, in the system (8), 
the matrix [ ]mB  by { }mX Y  and letting  

{ }i iY Vβ =  we obtain by using (28), the following 
equations: 

{ } { }1 ,k
L k j j L kj X V i k Mβ + − +=

= − ≤ ≤∑      (29) 

These Equation (29) show that the vectors { }mX ,
1 m M≤ ≤  are given by: 

{ } { }
{ } { } { }

1 1

1
1 , 2

L

m
m L m L m i ii

X V

X V X m Mβ

+

−
+ + −=

= −

= − − ≤ ≤∑
 (30) 

Using Equation (9), we deduce that 

{ } { },0l lA V l L= ≤ ≤          (31) 

It is obvious that if the matrix 

[ ] { }
{ } { } { }

10 0

1 0  where  

M Mm m
m n mm m

M m
n mm

a B I a X Y

I X Y X a X

+= =

+ =

= +

= + =

∑ ∑
∑

 (32) 

is invertible, then its inverse is of the form 

{ }1nI x X Y+ + , 

where x  is a real number. If this is the case, 𝑥𝑥 satisfies 

{ }( ) { }( )1 1 1n n nI x X Y I X Y I+ + ++ + =     (33) 

Which is equivalent to 

{ } { } { }( ){ }1 1n nI X Y x X Y x Y X X Y I+ ++ + + = (34) 

As a result, 

{ } { }0

1 1
1 1 M m

mm

x
Y X Y X a

=

− −
= =

+ +∑
    (35) 

By choosing { } { }0 LX V=  and posing 

{ }
( ) 1

,0

and  1 ,0
m m

k
k k

b Y X k M

a b a b a k M

= ≤ ≤

∆ = + + + ≤ ≤

     (36) 

equality (4) is written 

{ }[ ]( )

( ) { } { }( )

{ } ( ){ } { }( ){ }

{ } ( ){ }

1 0

0 0

0

,

1

1

.

L l
n ll

M

L Ll l
l ll l

M

L
L l

ll
M

V L M a

I X Y a V
a

a V X Y a Y V X
a

aa V X
a

+ =

= =

=

 
= −  ∆ 

= −
∆

= −
∆

∑

∑ ∑

∑
 

(37) 
To express the Vector Padé approximant  

{ }[ ]( ),V L M a  as a function of the vectors  
1, , ,L L L MV V V+ + , we see that if we set 

[ ]

1 2 1

1 2

1

1
1

Ψ 1

1

M

M

b b b
b b

b

−

−

 
 
 
= 
 
 
  








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and [ ]

1 2 1

1 2

1

1
1

Φ 1

1

L L L M

L L M

L

β β β
β β

β

+ + + −

+ + −

+

 
 
 
 =
 
 
  









   (38) 

then, taking into account the equality (29), we obtain 

[ ][ ] [ ]MΨ Φ I=              (39) 

Hence [ ] [ ]1Φ Ψ− = . As Equation (29) is equivalent to 

{ } { } { }
{ } { } { } [ ]

1 2

1 2

, , ,

, , , Φ
L L L M

M

V V V

X X X
+ + +−   

=   





          (40) 

it is concluded that: 

{ } { } { } { }

{ } { } { } [ ]

{ } { } { }
( )
( )

( ){ }

2
1 2

2
1 2

1
2

1 2 2

1

, , ,

, , , Ψ

, , ,

.

M

M

L L L M

M

M

L L L M M

M

M
M m L Mm

a
X X X X a

a

a
V V V a

a

a a
V V V a a

a

a V

+ + +

−

+ + + −

− +=

 
 
  =     
 
 
  

 
 
  = −     
 
 
  

 
 ∆  = − ∆    
 
 
  

= − ∆∑













 (41) 

Using this Equation (41) in the expression of the Vec-
tor Padé approximant { }[ ]( ),V L M a  (37), we find the 
Equation (12) which generalizes the formula of Vector 
Padé approximant. 

A2.3: Generalization of (12) 
We show in this section that in the definition of the Vec-
tor Padé approximant (37), the scalar 1 2, , Mb b b+  can 
be chosen arbitrarily in  . More precisely, for 

1 2, , Mb b b+  arbitrary but fixed, there are real numbers 
1 2, , Mσ σ σ+  such that the vector { }Y  defined in (27) 

satisfies the equalities (36). Indeed, for 1m = , we have 

{ } { }*
1 1 1 1L Lb Y X V V σ+= = − −  

Therefore, it suffices to take { }*
1 1 1L LV V bσ += − − , 

so that equality (36) is satisfied. In general, for any 
, 2 1m m M≤ ≤ − , we have: 

{ }

{ } { }( ){ }

{ } { }

{ } { }

{ } { }

{ } { }

* *

1

1

1

* *

1

1
* *

1 1

1
* *

1

1
* *

1 1

M

m m L i L i
i

m

L m L m i i
i

m

L L m i L i L m
i

m m i

L L m i j L j L m i i
i j

m

L L m m i L i L m
i

m m i

L L m i j L j L m i
i j

b Y X V V

V Y V X

V V V V

V V V V b

V V V V

V V V V

σ

σ

σ

σ σ

σ

+
=

−

+ + −
=

+ + +
=

− −

+ − + + −
= =

−

+ + +
=

− −

+ − + + −
= =

 
= = + 

 
 
− − 
 

= − −

 
− − 

 

= − − −


− −



∑

∑

∑

∑ ∑

∑

∑ ∑ ib


 


 

Hence, if one chooses 

{ } { }

{ } { }

1
* *

1
1

1
* *

1
1 1

m

m L L i L i L m
i

m m i

L L m j L j L m i i m
i j

V V V V

V V V V b b

σ σ

σ

−

+ + +
=

− −

+ − + + −
= =

= − −

 
− − − 

 

∑

∑ ∑
 

then we have the equality (12) for all 𝑚𝑚. Note also that 
if 0L = , we find the Equation (13). 
 
 
 

 
 


